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Abstract

In the mei2.5 mouse model, a mutation in a conserved splice site at the end of exon 13 in the

48 exon gene Akap9, leads to aberrant spermatogenesis and infertility in male mice. Akap9,

an A kinase anchoring protein, is involved in numerous signal transduction pathways and un-

dergoes extensive alternative splicing. Transcripts originating from the Akap9 genomic locus

have been implicated in signal transduction events connected to NMDA receptor function,

cardiac potassium channel function, Golgi ribbon organization, centrosomal organization,

and microtubule modulation. Here, we conducted a study of mei2.5 hippocampal gene

expression using RNA-seq, piloting a cloud-like bioinformatics work-station in the process.

We identified two novel splice isoforms of AKAP9 from the hippocampus which putatively

contain a centrosomal binding domain, and identified genes connected to both Alzheimer’s

disease and Long QT syndrome that may be modulated by signal transduction pathways

coordinated by isoforms of AKAP9.
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Introduction

The dynamic interplay between genes and the environment determine organismal pheno-

types. On that, most biologists can agree, but the question of how much the environment

contributes and how much the genome contributes to that phenotype remains open. For

Homo sapiens, we perpetually gravitate towards this question to understand how and why

variation occurs in our population. Some of this variation leads to disease, some to di↵er-

ence coded as “disease”, and some variation is coded as “normal.” Mouse models provide a

relevant proxy organism in which to probe this question for those interested in H. sapiens

due to their close relation to H. sapiens on an evolutionary scale, and their history as an

extensively researched model organism in the last century. In that time, a number of inbred

lines have been bred and characterized, and – second only to the H. sapiens genome – the

mouse genome is the best-characterized mammalian genome. To understand how the mouse

genome gives rise to phenotype, the mouse genetics community endeavored to undertake a

coordinated, large-scale mutagenesis project in 1997 [26].

The project began with a forward genetics, “phenotype-driven” approach, in which

N-ethyl-N-nitrosourea (ENU) mutagens were used to generate arbitrary nucleotide changes

in the genome, and the resulting mice were screened for dominant or recessive phenotypes

that di↵ered compared to their un-mutagenized counterparts. Once the sequencing of the

mouse genome was completed in 2002, a second phase of the project was proposed, in

which investigators would create knockout(KO) lines by systematically knocking out all

annotated genes, and conducting several tiers of phenotyping and transcriptome analysis. In

the United States, this e↵ort became the Knockout Mouse Project (KOMP) and in Europe,

the European Conditional Mouse Mutagenesis (EuCOMM) project. With the advent of next-

generation sequencing technologies, high-throughput transcriptional analysis has become a
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reality, but the time required to thoroughly phenotype remains a bottleneck [26]. The KO

and ENU approaches dovetail nicely in the field of functional genomics: KO models provide a

blunt-force method to understand a gene’s function broadly, while ENU mutagenesis-derived

models facilitate a more subtle examination of how slight variation at highly conserved loci

may give rise to diverse phenotypes, some of which may be associated with disease.

High-throughput transcriptome analysis: RNA-Seq

Di↵erent tissues within an organism are made up of unique cell types. The central “dogma”

of biology explains the basic process by which DNA determines these phenotypes: the enzyme

RNA polymerase transcribes deoxyribonucleic acid (DNA) - long, helical, paired strands of

the nucleotides adenine (A), thymine (T), guanine (G), and cytosine (C) - into single stranded

molecules of ribonucleic acid (RNA). These RNA transcripts fill diverse roles in the cell: long

non-coding RNA (lncRNA) and micro-RNAs (miRNA) can regulate the expression of other

genes, ribosomal RNA (rRNA) is a component of the ribosome (the organelle responsible for

protein synthesis), tRNA guides amino acids to the ribosome where they are incorporated

into the growing amino acid chain in protein synthesis, messenger RNA (mRNA) is marked

for protein synthesis. mRNA species are tagged are polyadenylated post-transcription and

undergo alternative splicing. They are then transported to the ribosome where they are

translated into polypeptide chains that fold and develop tertiary and quaternary structure

to become functional proteins in the cell. Diverse suites of functional proteins determine

cell type and functionality. The “genome” refers to the sequence of nucleotides packed into

each chromosome, which contains the organismal blueprint [51]. The “transcriptome” of the

cell refers to the entire collection of RNA transcripts present in a cell or tissue at a given

moment in time [73].

In 1977, Dr. Frederick Sanger’s lab developed the first DNA-sequencing technology

by replacing 3’ hydroxyl groups with hydrogen atoms. These “dideoxynucleotides” terminate

strand elongation by DNA polymerase, creating variable-length DNA fragments. Sanger

et al. combined dideoxynucleotides and 32P incorporation, and resolved the products on

a slab gel, which was subsequently exposed to X-ray film from which the original DNA

sequence could be read. Two important next steps in DNA sequencing technology were
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the development of base-specific fluorescently-labelled nucleotides in the late 1980’s, and the

invention of the polymerase chain reaction (PCR), a method for amplifying small amounts

of a template sequence with DNA polymerase and a thermal cycler. The introduction of

capillary sequencing instruments in 1999 expedited sequencing by removing the need to

pour and run slab gels. Since 2005, diverse sequencing technologies – referred to collectively

as “Next Generation Sequencing” (NGS) methods – have emerged, which, coupled with

advances in computational techniques, have enabled the analysis of whole genomes in a

matter of days at relatively low cost [44].

Next-generation methods have revolutionized the field of transcriptomics through

the development of RNA-sequencing (RNA-seq) methods. RNA-Seq provides a window into

the transcriptional activity of a cell or tissue by enabling the deep-sequencing of all or a subset

of the RNA species present in a cell. Through RNA-Seq, the sequence of RNA molecules

can be converted into short digitial sequences, and subsequent computational analysis allows

these reads to be mapped back to their location of origin on the genome, allowing the

quantification of gene expression across the entire genome. RNA-seq experiments provide

snapshots in time and space of transcript species structure and expression levels [73]. RNA-

seq experiments can be divided into three distinct components: RNA extraction from the

biological system of interest (be it tissue or cell type), library preparation and sequencing,

and computational analysis.

RNA extraction

The first step of the RNA-Seq pipeline is extraction of total RNA from biological (either

tissue or individual cells) or environmental samples. To examine the transcripts destined

for protein synthesis, mRNA is purified from the total RNA by passing the total RNA over

a column containing magnetic beads with oligo-dT nucleotide chains . The dT chains bind

the complementary poly-adenylated tails of the mRNA and capture them while other RNA

species pass through the column [49].
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Library preparation and sequencing

After polyA selection, the mRNA is eluted from the column and one of two courses can be

followed. First, the mRNA may be reverse transcribed into cDNA using an oligo-dT adapter

[77] or a combination of oligo-dT adapters and random-hexamer priming [49]. Second, the

mRNA can be hydrolized into smaller fragments [48] and primed with random-hexamer

primers to synthesize a single cDNA strand by reverse transcription. After synthesis of the

second strand of cDNA, a barcode (adapter sequence) is ligated onto the cDNA strands.

Barcodes are unique to each sample, allowing libraries to be combined in the downstream

analysis without losing sample-specific information. After adapter ligation, a PCR amplifi-

cation of 12-16 cycles enriches the library. At this point, the cDNA library is considered to

be representative of the original mRNA content of the sample, and is ready for sequencing

[35].

The development of sequencing technology has focused on developing e�cient, high-

throughput, high-quality sequences of short fragments of single DNA molecules. There are

two general methods for short-read sequencing: sequencing by ligation, and sequencing by

synthesis. The biotech company Illumina dominates the short-read sequencing industry

with its sequencing by synthesis methodology [27], which was the cannonical platform for

early RNA-Seq (see [48], [49], [77]) that continues to be popular, so the remainder of this

section will focus on providing a general conceptual overview of sequencing by synthesis,

and specifically Illumina’s cyclic reversible terminator chemistry (as opposed to the single-

nucleotide addition technology used in Ion Torrent technology).

The sequencing reaction (visualized in Figure 1 and Figure 2) takes place in a flow

cell, an eight-channel sealed glass microfabricated device. In each of the eight lanes, short

adapter sequences are covalently bound to the glass surface in a tightly regulated spatial

pattern that enables the generation of clusters. The adapter-ligated cDNA fragments of

the library are pumped over the lane at a concentration such that only one fragment binds

to the adapters at each cluster site. Cycles of bridge amplification generate approximately

a million copies of each fragment at each cluster (Figure 1). The amplification reagents

are washed away and sequencing begins. In the incorporation step, all four nucleotides
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(labelled with base-specific fluorophores and a 3’ block to ensure that every incorporation

is a unique event) and DNA polymerase are added simultaneously to the flow cell lanes

(Figure 2) . Complementary nucleotides incorporate into the growing second strand, while

others are washed away. Each flow cell lane is imaged in tile segments, with a specific

cluster density per tile (for example, a flow cell may be imaged in three 100-tile segments

with approximately 30,000 clusters per tile), allowing the simultaneous resolution of massive

numbers of unique sequences. At each cluster, the incorporated nucleotides are imaged and

a base-calling software assigns a base identity [6], [43], [27].

Computational analysis

The final step in an RNA-seq analysis involves the analysis of the sequencing data, a non-

trivial task given that a single whole transcriptome can be several gigabytes of data, depend-

ing on the model organism. A general conceptual sca↵old of the analysis pathway follows:

In the pre-processing steps, read quality should be verified and low-quality reads should be

filtered out of the analysis. Then, in the case where no reference genome or transcriptome

exists, reads can be used to create a de novo transcriptome assembly. The downstream anal-

ysis largely revolves around annotation of the transcriptome, to build a reference for future

work [35]. In the case where a well-annotated reference genome or transcriptome exists – as

in this study [2] – reads are aligned to the reference genome or transcriptome. Next, aligned

reads are assembled into transcripts, based on the reference annotation, and finally gene and

transcript expression is analyzed.

11



12



Figure 1: The Illumina sequencing-by-synthesis approach uses bridge amplification to generate

clusters of identical sequence which can be sequenced from both ends using adapter-specific primers.

Figure courtesy of Mardis, 2013 [44].
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Figure 2: The Illumina sequencing-by-synthesis approach uses a reversible dye terminator to

ensure unique nucleotide incorporation events. Following imaging, both fluorophore and terminator

are cleaved, enabling the next round of incorporation. Figure courtesy of Mardis, 2013 [44].
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AKAP Proteins: Facilitators of e�cient signal transduction

Complex, di↵erentiated multicellular life arises, in part, out of the ability of individual cells to

coordinate their development, growth, and death. The adenosine 30,50-cyclic monophosphate(cAMP)-

activated protein kinase A (PKA) signal transduction pathway was the first signal cascade

to be elucidated, and since then, the vital role signal transduction cascades play in coordi-

nating intra- and intercellular communication has become increasingly apparent [13]. Since

its initial description in 1968, the mechanism by which PKA activation occurs has been

exhaustively documented and is considered to be the most extensively characterized signal

transduction cascade [17]. As such, a thorough description of the PKA signal transduction

cascade here will provide a productive foundation upon which to base further discussion of

signal transduction more generally in the context of research in the Ward lab.

An important component of signal transduction is protein phosphorylation (or de-

phosphorylation). The ready availability of adenosine triphosphate facilitates the use of this

simple system ubiquitously across cell types for diverse signals. The phosphorylation state

of a protein can increase or decrease the biological activity of an enzyme, facilitate or inhibit

movement between subcellular compartments, stabilize or mark for destruction a protein

product, or initiate or disrupt a protein-protein interaction [13]. Most eukaryotic processes

are regulated at some step by phosphorylation of protein substrates by kinases. In humans,

there are at least 518 protein kinases, divided into typical (478) and atypical (40) kinases.

Typical kinases are classified into two main groups, based on the amino acid residues they

phosphorylate: serine/threonine kinases (388) and tyrosine kinases (90) [19].

PKA is a holoenzyme composed of two regulatory subunits (RI and RII) and two

catalytic (C) subunits. The C subunit is a broad-spectrum serine/threonine kinase [79]. The

active site of the catalytic domain of PKA (conserved across typical kinases) consists of an

N-terminal lobe composed of a �-sheet and a single ↵-helix opposite a C-terminal ↵-helical

lobe. Sandwiched together, these two lobes create the ATP binding pocket. In the inactive

state of a typical kinase, a phenylalanine residue blocks the active site. In its active state,

an aspartate residue chelates Mg2+ to orient the ATP substrate in the ATP binding pocket

with the triphosphate group pointing out of the pocket to facilitate the transfer of the �-
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phosphate to the peptide substrate. In all typical kinases, the target hydroxyl group on the

substrate peptide (on serine, threonine, or tyrosine) is oriented towards a catalytic aspartate,

in a position that facilitates the transition of the �-phosphate to the peptide substrate [19].

However, PKA does not phosphorylate in a vacuum. cAMP must first bind two

sites on the R subunit, inducing extensive conformational changes that result in the disso-

ciation of the C subunit and the R subunit, and the subsequent activation of the C subunit

[34]. In the archetypal PKA signal transduction cascade, G-protein-coupled receptors at

the plasma membrane bind to a ligand – often an intercellular signalling molecule such as

adrenocorticotropin, glucagon, or adrenaline. G
s

-protein activated adenyl cyclases synthe-

size cAMP from ATP while phosphodiesterases (PDE) hyrolyze cAMP to AMP, attenuating

the cAMP signal [79], [5].

In the 1980’s, the PKA research community began to understand that cAMP does

not di↵use passively through the cytosol to bind to its target molecules (eg PKA). Rather,

cAMP production and its range of action localize to specific subcellular compartments [13].

Unsuprisingly, cAMP-activated protein kinases and phosphatases – two families of proteins

that work in tandem to tightly regulate the phosphorylation state of target proteins – colo-

calize to those same subcellular compartments as well.

Further investigation into the localization of cAMP signal transduction cascades led

to the discovery of A-kinase anchoring proteins (AKAP), a family of at least 50 structurally

diverse proteins classified by their ability to copurify with PKA catalytic activity [79]. The

proteins of the AKAP family share three common characteristics. First they contain a PKA

anchoring domain that binds to N-terminal dimerization domain of the R subunit of PKA

with an amphipathic helix of 14-18 residues. Second, AKAPs possess a unique targeting

domain for specific subcellular compartments. Several AKAPs may be targeted to the same

subcellular compartment, or conversely, di↵erent isoforms of the same gene for an AKAP may

be uniquely targeted. Third – and perhaps most significant from a biological standpoint –

AKAPs colocalize simultaneously with multiple enzymes capable of signal transduction (e.g.

kinases, phosphatases, and phosphodiesterase) [5].

These properties taken together suggest a dizzying, combinatorial array of possibili-

ties for coordinating diverse signal transduction cascades. Research up to this point suggests
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that a single AKAP may play tissue – and perhaps even subcellular compartment-specific –

roles in coordinating cellular communication. Localization of AKAP complexes can be mod-

ulated by competitive binding, modification of the targeting domain, or phosphorylation of

the AKAP, which in turn provides a mechanism for the dynamic recruitment of binding

partners and subsequent regulation of enzyme activity. Additionally, though the cAMP sig-

nal transduction pathway has been used as an illustrative example in this introduction, it is

important to keep in mind that the integrative roles AKAPs play in signal transduction is

not limited to cAMP-driven cascades [5].

AKAP9 in focus: a literature review

In 1998, Lin et al. screened human brain cDNA clones for interactions with the NMDA

receptor subunit NR1. Specifically, they examined the C-terminal tail, which contains three

exon cassettes. They discovered a novel 272 amino acid protein - named ”yotiao” by the in-

vestigators - that interacted with the NR1 subunit in a C1-exon-cassette-dependent manner.

5’ RACE identified a 5.1 kb open reading frame, and subsequent Northern blot analysis re-

vealed an 11 kb yotiao transcript strongly expressed in skeletal muscles muscle and pancreas,

and weakly expressed in brain, placenta, and heart tissues [39]. A separate study confirmed

expression of this 11 kb transcript in the brain and heart, and showed expression of the

transcript in the thyroid and testes [22]. The fractionation profile of yotiao from rat brain

extract resembles a cytoskeleton-associated protein. Anti-yotiao antibodies revealed yotiao

expression in the rat cerebellum, cortex, and CA1 pyramidal cell layer. Staining patterns in

the rat cerebral cortex and the CA1 region of the hippocampus were consistent with synaptic

localization [39], and a NR1-PKA-yotiao complex coimmunoprecipitates from synaptosomal

membranes [22]. In cortical pyramidal neurons, yotiao colocalized with the NR1 subunit. At

rat neuromuscular junctions, yotiao showed concentrated colocalization with acetylcholine

receptors [39].

A follow up study by Westphal et al.(1999) confirmed that yotiao binds the NR1A

subunit of the NMDA receptor. Yotiao contains a 17-residue sequence with the essential

amino acid residues for RII interaction; expression of full-length yotiao fused to GFP con-

firmed that a 210-kD protein bound the RII subunit of PKA. Additionally, protein phos-
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phatase 1 (PP1) co-precipitated with yotiao from rat brain extracts. Yotiao binding to PKA

and PP1 does not inhibit their activity, suggesting a sca↵olding function. PP1 activation

reduced current through the NMDA receptor and PKA activation increased current through

the NMDA receptor, suggesting that yotiao functions to localize PP1 and PKA in proxim-

ity to NMDA receptors for rapid modulation of NMDA receptor current flow [75]. Indeed,

yotiao may be the limiting quantity determining PKA-NR1 interaction: increasing yotiao

concentration artificially increases PKA activation [22].

In addition to PKA and PP1 interaction domains, yotiao contains several leucine-

isoleucine zipper motifs [58], one of which mediates the interaction between yotiao and the

Type 1 Inositol 1,4,5-triphosphate receptor (InsP3R), an intracellular calcium (Ca2+) release

channel that plays an important role in intracellular Ca2+ signalling [69]. Yotiao has also

been found to associate with the outward potassium channel of the slow delayed rectifier

current (I
Ks

)2 KCNQ1-E1. Co-immunoprecipitation studies suggest that yotiao complexes

with KCNQ1-E1 and AC2 and AC9 in cell culture [38].

Approximately 50% of yotiao’s coding region overlaps with the exonic regions of

AKAP350, suggesting that yotiao is a 5’ splice variant of AKAP350. Additionally, AKAP350

appears to undergo tissue-specific alternative splicing; northern blot analysis revealed an 11

kb transcript and a 9.5 kb transcript. Both transcripts were found in human kidney and

skeletal muscle, while only the 9.5 kb transcript was detected in the liver, and only the 11 kb

transcript was detected in the heart and brain. In rabbit tissues, the larger transcript was

found in gastric wall smooth muscle, spleen, heart, forebrain, hindbrain, and cerebellum. In

MDCK cells (a well established polarized kidney cell line), AKAP350 co-localized with the

RII subunit of PKA, and with �-tubulin at the centrosome. AKAP350 staining in the testes

revealed AKAP350 localized to the basal membrane and the adluminal compartment [58].

In non-polarized HCT116 cells, AKAP350 localizes to distinct sub-cellular locations

during the cell cycle. During interphase, AKAP350 localizes with �-tubulin, while during

metaphase, AKAP350 localizes to the centrosomal poles. During anaphase, AKAP350 lo-

calized to centrosomal poles, but also exhibits di↵use cytosolic immunostaining and localizes

to the forming cleavage furrow. Localization to the poles continues and localization to the

cleavage furrow strengthens during telophase. These results paint a picture of a protein with
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dynamic, cell-cycle-dependent localization, with a strong a�nity for the centrosome [58].

A separate study identified a 3,899 amino acid, 451 kDa protein - named CG-NAP

- present in neuroblastoma, HeLA cells, and the human hippocampus that interacts with

PKN, coimmunoprecipitates with PKA, and contains the conserved RII binding motif from

hAKAP350 and rAKAP120. Additionally, CG-NAP interacts with the catalytic subunit of

PP1 and with PP2A through its regulatory subunit PR120 [65].

The N-terminus of hAKAP450 targets to the Golgi apparatus, and association

of hAKAP450 and the Golgi protein GM130 is essential for microtubule nucleation at the

Golgi apparatus. In immortalized human pigment epithelial and immortalized nonmalignant

human breast epithelial MMCF10A cells, AKAP450 binding to the Golgi apparatus interferes

with directional migration and the formation of primary cilium [31]. The long AKAP9

isoform (AKAP450/AKAP350/CG-NAP) is the predominantly expressed isoform in human

umbilical endothelial cells, and reduced Akap9 expression in these cells inhibits microtubule

growth. Additionally, this isoform is important for Epac-promoted adhesion [60]. AKAP350

recruits PKA to the Golgi apparatus and subapical centrosomes in HepG2 cells [45]. Terrin et

al. suggest that PDE4D3 recruitment by AKAP450 to the centrosome lowers basal cAMP

concentrations at the centrosome compared to the cytosol, facilitating AKAP450-bound

autophosphorylation by PKA, which in turn increases the cAMP sensitivity of PKA [66].

AKAP350 facilitates the initiation of DNA synthesis by sca↵olding Cdk2 to the centrosome

at the G1/S transition [46].

In summary, the isoform yotiao localizes important components of intracellular

signalling to various receptors in the cell membrane, while longer isoforms of yotiao are

associated with microtubule spindle formation, the Golgi apparatus, and the centrosome.

The length of the gene and the large number of exons suggest extensive alternative splicing,

and the presence of a similarly sized 11 kb transcript suggests that the full-length gene may

be transcribed in many di↵erent cell and tissue types before it undergoes alternative splicing.

Disruption of gene splicing of Akap9 in the mei2.5 mouse strain

The mei2.5 mouse model was generated by Ward et al. (2003) via ethylmethansulfonate

mutagenesis while conducting a forward genetic screen for infertility phenotypes that would
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elucidate the underlying genetics of mammalian reproduction. The induced mutation labeled

as mei2.5 was characterized by an infertility phenotype in homozygous recessive (-/-) males.

Histological analysis revealed disorganized structure in the seminiferous tubules, mislocalized

spermatocytes, and an absence of round spermatids and luminal spermatozoa, all suggesting

a disruption of gametogenesis [74].

Genetic mapping followed by sequencing identified the gene Akap9 on Chromosome

5 as the gene containing the causative mutation, a G to A transition at a conserved splice

site at the exon 13 and intron 13-14 boundary. As a result of the splice site disruption, a

stop codon in the intronic region is believed to truncate protein isoforms containing exon 13

[57].

Further immunohistochemical analysis revealed a normal progression of spermato-

cyte development up to prophase I, but aberrantly localization of spermatocytes to the ad-

luminal compartment. IHC with the Sertoli cell marker WT-1 revealed a significant increase

in the number of Sertoli cells in the seminiferous tubules of -/- mice. Additional analysis

with the antibodies raised against the negative cell cycle regulator p27Kip1 (a marker of cell

maturity) revealed an absence of p27Kip1 expression in the seminiferous tubules of -/- mice.

Coupled with an RT-PCR analysis that reveals increased expression of markers for imma-

ture Sertoli cells in -/- males compared to wild-type males, these results suggest that Sertoli

maturation is disrupted in mei2.5 male mice. IHC staining for the junctional complexes

ZO-1 and Cx43 reveals consistent mislocalization in -/- seminiferous tubules, suggesting a

possible mechanism for the alteration of Sertoli cell maturation pathways. Schimenti et al.

put forward a proposed model that suggests ZO-1 binds Cx43 and AKAP9, targeting Cx43

to the plasma membrane. Disruption of AKAP9 function by the mei2.5 could lead to dis-

rupted gap junction formation and function in Sertoli cells, a↵ecting their maturation, which

in turn a↵ects their capabilities as support cells in spermatogenesis [57]

Feuer suggests that the gap junction communication between Sertoli cells is dis-

rupted, and immunohistochemistry conducted by Bovet on mouse embryonic fibroblasts

supports this hypothesis [23]. Isoforms of AKAP9 colocalize with Cx43 around Golgi and

centrosomal structures, and a separate isoform appears to colocalize at gap junctions in cells.

[8]. Though preliminary RT-PCR results suggest that AKAP9 is disrupted by the mei2.5
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mutation in a teste-specific and developmentally regulated manner, the somatic nature of

the disruption poses the question: does the mei2.5 mutation disrupt AKAP9 expression in

any other tissues, resulting in as of yet undetected phenotypes?

Investigating hippocampal gene expression in the mei2.5 model

Disruption of alternative splicing can cause disease directly, modify the severity of the disease,

or be linked to disease susceptibility. Up to 50% of disease-causing mutations have been

shown to a↵ect splicing [70]. Given that the mei2.5 mutation disrupts a conserved splice site

in a gene that displays tissue-specific alternative splicing, a more complete characterization

of the mei2.5 model requires expanding inquiry beyond the testes. Both the yotiao and CG-

NAP/AKAP350/AKAP450 isoforms of AKAP9 have been detected in the brain, suggesting

it as a tissue beyond the testes worth investigating. The enormous complexity of cell and

tissue types suggest ample opportunities for alternative splicing, and the mei2.5 model could

provide insight into the mechanisms by which alternative splicing functions in the brain.

AKAP9 and Cx43 have not been linked directly by co-immunoprecipitation. How-

ever, Feuer and Bovet provided evidence for an association of an expressed isoform of Akap9

and Cx43 at gap junctions. Interestingly, undi↵erentiated neural progenitor cells isolated

from the mouse striatal germinal zone and grown in vitro di↵erentiate into three main cell

types: astrocytes, neurons, and oligodendrocytes. Undi↵erentiated cells within the neu-

rosphere express unphosphorylated Cx43 and display coupling, while cells with astrocytic

morphology in the neurosphere’s outgrowth regions express phosphorylated Cx43. Cells ex-

hibiting neuronal and oligodendritic morphology are uncoupled, and inhibiting gap junctions

reduces neural progenitor cell viability and alters morphology of di↵erentiated cells [18]. Ad-

ditionally, Cx43 was the most abundant connexin transcript in radial glial (RG)-like cells,

and Cx30/Cx43 double knockout mice exhibited reduced neurogenesis in the dentate gyrus

[36]. Taken together, these findings implicate Cx43 in hippocampal neurogenesis.

Lin et al. initially characterized the yotiao isoform of Akap9 as an NR-associated

protein expressed in the brain, and immunohistochemistry with ↵-yotiao antibodies in coro-

nal sections of the rat brain reveal labelling of the CA1 pyramidal cell layer in the hip-

pocampus [39]. Activation of NMDA receptors induces long-term potentiation and long-term
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depression at synapses between CA1 and CA3 pyramidal neurons [42].

Taken together, these findings suggest that AKAP9 may play a role in either long-

term potentiation or neurogenesis in the hippocampus, making the hippocampus and attrac-

tive region of the brain to explore. In this study, we conducted RNA-seq on six mice from

the mei2.5 line to further elucidate the role of AKAP9 in the brain.
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Materials and Methods

Mouse Colony Maintenance

The mei2.5 strain is on a C57BL/6J background. Standard animal husbandry practices

as established by Middlebury’s IACUC and described in IACUC protocol #220-15 were

followed. Mice were housed in One Cage ventilated 8” x 7” x 12” (W x H x L) cages in a

RAIR HD One Cage High Density Ventilated Rack (Lab Products, Inc, Seaford, DE) on 7099

Tek-Fresh laboratory animal bedding (Envigo, Indianapolis, IN). Cages contained enrichment

in the form of nestlets (Ancare, Bellmore, NY), Enviro-dri crinkled paper, shepherd shacks

(Shepherd Specialty Papers, Milford, NJ), and Kimtech Science Kimwipe Delicate Task

Wipers (Kimberly-Clark, Irving, TX). Mice were fed 2020X Teklad global soy protein-free

extruded rodent diet (Envigo, Indianapolis, IN) and water ad libitum.

Genotyping

Earclips taken at weaning on post-natal day 21 (p21) were taken for genotyping using a

2 mm ear punch (Fine Science Tools, Foster City, CA) rinsed with 70% EtOH. DNA was

extracted from the earclips using the HotShot method [68]: 75 µL of HotShot bu↵er (25

mM NaOH, 0.2 mM EDTA) were added to a 1.5 ml Eppendorf tube containing the earclip.

The tubes were incubated for 45 min at 95�C on a heating block, and disrupted by flicking

every 15 minutes. The solution was then frozen for at least 1 hour (or until the solution

had frozen solid) at -20�C, before thawing and neutralization with 75 µL of neutralization

bu↵er (40 mM Tris-HCl). Samples were either used directly as a template in subsequent

PCR reactions or stored at -20�C.

Genotype was established with an allele-specific PCR reaction previously developed
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Primer name Primer sequence

mei2.5 allele specific F 5’-GGATAGAGTAATCTTGACTCA-3’

mei2.5 allele specific WT R 5’-CGGCAGCATGTGCATACC-3’

mei2.5 allele specific Mut R 5’-CGGCAGCATGTGCATACT-3’

mei2.5 sequencing F2 5’-GTGATCCTAAGCTATGAGG-3’

mei2.5 sequencing R2 5’-AGGCACAGAATACACG-3’

Table 1: Primers used for allele-specific genotyping PCR reactions and sequencing

in this lab [23]. 10X Standard Taq Reaction Bu↵er, 10 mM dNTPs (New England Biolabs,

Ipswich, MA), 10 µM allele-specific forward and reverse primers (Table 1)(Eurofins MWG

Operon Genomics, Louisville, KY), nuclease free water (Qiagen, Germantown, MD), and

5000 units/ml Taq DNA Polymerase (New England Biolabs, Ipswich, MA) were combined

with 1 µL of HotShot extraction product in a 25 µL final volume PCR reaction (Final

concentrations: 1X Standard Taq Reaction Bu↵er, 200 µM dNTPs, 0.4 µM forward and

reverse primers, 0.04 units/µL Taq). PCR reactions were run in an S1000 Thermal Cycler

(Bio-Rad, Hercules, CA) using the following protocol: initial denaturation for 3:00m at 94�C,

followed by 30 cycles of a 0:30s denaturation step at 94�C, a 0:30s annealing step at 55�C,

and a 1:00m extension step at 72.00�C. A final extension step for 7:00m at 72�C is followed

by a 4.0�C hold.

Genotypes were confirmed by sequencing. The region of interest in Akap9 was

amplified using 10 µM sequencing primers (Table 1), and DNA from the HotShot extrac-

tion protocol. 10X High Fidelity PCR Bu↵er, 50 mM MgSO4 (Thermo Fisher Scientific,

Waltham, MA), nuclease free water, 10 mM dNTP mix, 1 µL of sample DNA, and 5 units/µL

of PlatinumR� Taq DNA High Fidelity Polymerase in a 50 µL reaction (Final concentrations:

1X High Fidelity PCR Bu↵er, 0.2 mM each dNTP, 2 mM MgSO4, 1 units/µL). PCR re-

actions were purified using the QIAquickR� PCR purification (Qiagen, Germantown, MD,

Cat. No. 28104) according to the kit instructions, and sent for sequencing with Eurofins

Genomics Sequencing Department (Louisville, KY).
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Tissue Collection

Mice at p180 were euthanized by cervical dislocation followed by decapitation, in accordance

with a Protocol 220-12, approved by Middlebury’s IACUC. Whole brains were frozen in liq-

uid RNAlater R� (Sigma-Aldrich, St. Louis, MO) chilled with dry ice until they achieved the

consistency of sti↵ gelatin, then the left hippocampus was removed and stored in 1.3 ml

of RNAlater R� on ice for the duration of the collection session. Dissection tools: Straight

Sharp/Sharp scissors (12 cm), delicate pattern straight sharp/sharp scissors (9 cm), Straight

Sharp/Blunt Scissors (18.5 cm), Serrated Graefe Forceps, tip width 0.8 mm (Fine Sci-

ence Tools, Foster City, CA). All tools and surfaces were sterilized with 70% EtOH and

RNaseZap R�. Before storage at -80�C, the supernatant was drawn o↵ (Protocol from Profes-

sor Clarissa Parker, Personal communication).

RNA Extraction

Tissue samples were sent to the University of Vermont’s DNA Analysis Facility on dry ice,

where 1 ml TRIzolR� was added to each sample before tissue homogenization on a Fast-

PrepR� (MP Biomedicals, Solon, OH). Following homogenization, 100 µL of pure 1-Bromo-3-

chloropropane (Sigma-Aldrich, St. Louis, MO) was added to each sample (Personal commu-

nication, UVM DNA Analysis Facility) [12], before proceeding with the standard TRIzolR�

Reagent protocol (Invitrogen, Carlsbad, CA, Cat. No. 15596-018). RNA concentration and

quality were measured (See Supplemental table) on 2100 Expert Bioanalyzer according to

standard protocols for the Eukaryote Total RNA Nano (Agilent, Santa Clara, CA).

RNA Sequencing

A total of 3 µg of total RNA for each sample was diluted in diethyl dicarbonate (DEPC) to

a concentration of 30 ng/µL, and concentrations were verified using a Qubit 3.0 Fluorometer

(Life Technologies, Carlsbad, CA) and the quality verified on a Nanodrop. Samples were

shipped to the New York Genome Center for RNA sequencing. An mRNA TruSeq Stranded,

175 bp library preparation protocol was used to construct a sequencing library [55] [82],

and 50 bp paired-end reads were sequenced on on a HiSeq2500 to a depth of 30 million
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reads. The New York Genome Center conducted a basic bioinformatic analysis using Star,

FeatureCounts, and DESeq2 [1].

Virtual Machine and Pipeline Assembly

A cloud-based Red Hat Enterprise Linux 7 (RHEL 7), 64-bit virtual machine with 98 GB

of storage and 16 GB of RAM with 8 CPUs, hereafter referred to as “Middgenpilot,” was

instantiated on a Middlebury College server through Middlebury’s Information Technology

Department. An additional 1 TB Alpaca storage volume was associated with this virtual

machine. All packages were installed on the virtual machine and scripts were run from the

“executing directory” of the virtual machine (See Appendix D for all scripts used in the

analysis). All working files were stored in the Alpaca directory (Figure 3).

Data files were checked for corruption using md5sum. FastQC is a software package

developed to provide a rapid summary of raw read quality [3]. Following quality verifica-

tion by FastQC, the pre-processing program Trimmomatic was chosen to trim low-quality

reads [7] [21]. The package RSeQC was chosen to perform annotation-based quality control

[71]. Tophat 2 and Bowtie 2 were chosen for alignment to the Ensembl reference genome

[2], Cu✏inks was used for transcript assembly. Cu↵merge and Cu↵di↵ were used for for dif-

ferential expression analysis. The successful installation of the “Tuxedo Suite” was verified

using an in silico experiment contrived for pipeline validation. The experimental sequences

were download from the Gene Expression Omnibus at accession GSE32038. A reference an-

notation of the Drosophila melanogaster genome was downloaded from Illumina’s iGenome

support site (Build BDGP5.25, http://support.illumina.com/sequencing/sequencing_

software/igenome.html) [67]. The R packages CummeRbund and Gviz were used to visu-

alize di↵erential expression data [25] [28].
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Computer on the Mid-

dlebury Network

Computer outside of the

Middlebury Network

Virtual machine Alpaca Storage Volume: 1 TB User PC

UNIX Shell Login 1. VPN Login
2. Unix Shell Login

“The cloud”

Figure 3: A pilot cloud-based bioinformatic workstation at Middlebury College. From a UNIX

shell, a user accesses the virtual machine housed on Middlebury’s servers (solid unidirectional

arrows). Graphical information can be passed back to the user’s personal computer (indicated by

dashed lines). Users not comfortable with the command line may access the Alpaca storage volume

from their personal desktop to add, view, or remove files on the Alpaca storage volume (horizontal

bidirectional arrow), but do not have access to the virtual machine. When the VM is accessed from

the command line, the Alpaca volume integrates seamlessly
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Results

Middgenpilot: A cloud-like bioinformatics workstation

As a proof of concept of a cloud-based genomic and transcriptomic workstation at Middle-

bury College, an RNA-seq data analysis pipeline was installed on the virtual machine Mid-

dgenpilot. Successful processing and analysis of a test data set from a contrived Drosophila

melanogaster experiment (as described by Trapnell et al. in [67]) verified the successful in-

stallation of all necessary packages, establishing the workstations capabilities for RNA-seq

data analysis. A volcano plot plots the p-values of di↵erentially expressed genes against the

change in gene expression between conditions, giving a visual overview of di↵erential expres-

sion between samples. Figure 4c displays a volcano plot constructed from D. melanogaster

data processed in the pipeline, which matches the volcano plot provided by Trapnell et al.

(Figure 4b). This visual e↵ectively verifies the successful installation of the pipeline because

every preceding piece must provide functional output to generate this figure. See Appendix

D for bash scripts used to process the data in this study.
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Tissue extraction

RNA Extraction

Sequencing

Quality Control

FastQC

Pre-processing

Trimmomatic

Alignment

Tophat 2 & Bowtie 2

Annotation-based Quality Control

RSeQC

Transcriptome Assembly

Cu✏inks

Cu↵merge

Cu↵di↵

Gene Expression Analysis

CummeRbund

(a) RNA-seq workflow

(b) Trapnell et al. 2011 volcano plot
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Figure 4: The Middgenpilot workstation e↵ectively processes RNA-seq data. (a) The hippocam-

pus was extracted at Middlebury College (yellow), then RNA was extracted at the University of

Vermont (green) (rounded corners: biological samples) before sequencing at the New York Genome

Center (blue) (trapezoid: biological to digital samples). Sequence analysis (yellow) was conducted

on the Middgenpilot workstation. (b) The volcano plot published by Trapnell et al. displaying

di↵erentially expressed genes in a contrived in silico experiment matches (c) the volcano plot gen-

erated by the Middgenpilot workstation.
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Experimental design

Hippocampi were extracted from six male mice aged to p180. For analysis, homozygous

mei2.5/mei2.5 (-/-) mice were binned in a “non-functional AKAP9” group, and heterozy-

gotes (mei2.5/+ or +/-) and wild-type (+/+) were binned together in a “functional AKAP9”

group (Table 2).

RNA quality

After extraction, a cDNA library was constructed and sequenced from RNA samples.

Sample ID 2197-4 2197-3 2197-1 2199-1 2199-7 2199-6

Genotype mei2.5 -/- mei2.5 -/- mei2.5 -/- mei2.5 +/- mei2.5 +/+ mei2.5 +/-

rRNA Ratio 1.3 1.3 1.3 1.3 1.3 1.3

RIN 8.6 8.8 8.4 8.6 8.6 8.8

Concentration (ng/µL) 32.6 27.5 24.6 23 26.6 23.5

Nanodrop 260/280 2.05 2.02 2.06 1.94 2 1.99

Total RNA (ng) 2934 2475 2214 2070 2394 2115

Table 2: RNA quality data for sample submissions to the New York Genome Center

Data Quality

Two of the samples did not reach the expected number of reads in the first sequencing run,

so they were resequenced by the NYGC to generate a second set of fastq files. These files

were treated separately in FastQC and Trimmomatic and aligned separately to the reference

genome, then the BAM files were merged for further downstream processing.

Quality control and pre-processing of reads

FastQC is an open source quality control program for verifying the quality of high-throughput

sequencing data [3]. Each column in Figure 5 represents the FastQC test output for raw

FastQ sequencing files returned by the New York Genome Center for each sample. Each test

measures a di↵erent component of read quality.

The Per Tile Sequence Quality module takes advantage of Illumina’s data encoding,

which include the flow cell tile from which a read originates, enabling a tile-level view of
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sequence quality. Illumina also returns Phred scores – quality scores based on the probability

of an error for a given base call [20] – which are used by FastQC for quality contorl. The

Per Tile Sequence Quality module will issue warnings if a tile shows a mean Phred score

between 2 and 5 Phred units lower than the mean for that base across all tiles, and a failure

if the mean Phred score for a specific tile falls more than 5 Phred units below the mean tile

value across all tiles. FastQC issued eight warnings and two failures for our samples.

The Per Base Sequence Quality test displays a box whisker plot of the base quality

score (Phred) at each sequence position for every sequence in the sample. A Phred score

represents the certainty of any given base call; the higher the quality score, the more certain

base calling program was in establishing the identity of that base. FastQC will issue a

warning if the lower quartile for any base is less than 10 or if the median for any base is less

than 25, and a failure if the lower quartile for any base is less than 5 or the median score is

less than 20. None of the samples were issued a base quality warning,

The Per Sequence Quality Score module takes a slightly di↵erent approach to look-

ing at sequence quality. The module examines the distribution of the mean Phred score

across all reads for the sample. If the most frequently observed mean is below a 27, the

module issues a warning; If the most frequently observed mean is below 20, the module

issues a failure. Warning and failures of this module would indicate overall low sequence

quality; however, none of the samples were issued a warning or a failure.

The Per Base Sequence Content measures the relative ratio of bases at each po-

sition in the read. The module assumes a random, unbiased library in which each base is

represented roughly equally, and issues a warning if A and T or G and C frequencies di↵er

by more than 10%. The module issues a failure if the di↵erence between A and T or G and

C frequencies di↵er by more than 20%.

The Per Sequence GC content module measures the GC content of each read and

compares it to a normal distribution of GC content modeled from the sequence data. The

module gives a warning if the sum of the deviations from the normal distribution represents

more than 15% of the reads, and a failure if the sum of the deviations from the normal

distribution represents more than 30% of the reads. All samples received warnings from this

module.
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When a sequencer is unable to make a base call, it fills in that position in the

sequence with an N. A high percentage of Ns in sequence files reflects low-quality samples.

The Per Base N Content module issues a warning if any position has an N content greater

than 5%, and a failure if any postion has an N content greater than 20%. All samples passed

this module, suggesting that our sample quality was not compromised.

The Sequence Length Distribution module returns a distribution of sequence lengths,

and it raises a warning if not all the sequences are the same length or any sequence have

zero length. We expected 50 bp paired end reads, and all of the reads returned were 50 bp

long; there were no warnings or failures for this module.

The Duplicate Sequences module tracks the first 100,000 sequences in a FastQ file,

and scans the rest of the file for duplicates of those sequences. It reports the number of

duplicates for each sequence as a percent of the total number of sequences. If non-unique

sequences make up more than 20% of the sequence file, this module issues a warning; if

non-unique sequences make up more than 50% of the sequence file, this module issues a

failure.

The Overrepresented Sequences module lists all of the sequences that make up more

than 0.1% of the total number of sequences; it lists a warning if any sequence makes up more

than 0.1% of the total, and a failure if any sequence makes up more than 1% of the total

number of sequences. None of our sequences contained over-represented sequences.

The Adapter Content module searches sequences for known Illumina, Nextera, and

SOLID adapter sequences, and issues a warning if any sequence is present in more than 5%

of reads, and a failure if any sequence is present in more than 10% of reads. FastQC failed to

find any adapter sequences in our sample sequences, and every sequence passed this module.

The Kmer Content module looks for positional bias of k-mers. The module issues

a warning if any kmer is imbalanced with a binomial p value < 0.01. The module issues a

failure if any kmer is imbalanced with a binomial p value < 10�5. Fifteen of our samples

triggered a failure on this module, with one exception, which triggered a warning.

Pre-processing reads to eliminate low quality reads increased the number of reads

that uniquely align to the reference genome [7]. To maximize the number of uniquely aligned

reads, raw reads were processed using the ILLUMINACLIP and MAXINFO trimmers of the
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Java-based filtering program Trimmomatic. The ILLUMINACLIP command trims standard

Illumina adapter sequences from reads. The MAXINFO command trims low-quality reads

with increasing stringency over the length of the read, with the goal of maximizing the

number of reads that may be used during alignment[7]. The specific parameters used with

each parameter can be found in Appendix A. Less than 0.01% of reads were trimmed for

low quality or adapter contamination, and the number of reads to be aligned exceeded 30

million for all samples. However, not all samples had the same number of reads: Samples

2197-1, 2197-3, and 2197-4 (all members of the non-functional group) had more reads than

samples 2199-1, 2199-6, and 2199-7 (from the functional group) (Figure 6).
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Figure 5: FastQC conducts twelve tests on measures of basic sequence quality. The row “Ideal-
RNA-Seq-Run” represents the expected FastQC output for an RNA-Seq experiment with high-
quality sequence reads

39



40



0e+00

1e+07

2e+07

3e+07

4e+07

5e+07

2197−1
2197−3

2197−4
2199−1

2199−6
2199−7

Sample ID

N
um

be
r o

f P
ai

re
d 

R
ea

ds WT

Mut

Input

Surviving

Figure 6: The majority of reads were kept for TopHat alignment after quality filtering with

Trimmomatic. Input: all raw paired-end reads received from the NYGC. Surviving: All of the read

pairs that were kept after adapter and base-score quality trimming
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Annotation-Based Quality Control

Following alignment with Tophat 2, sample files underwent a second round of quality control,

based on annotation features from the reference genome. Using the Samtools “idxstats” tool,

the number of reads that map to each chromosome was counted (Figure 7) The non-functional

group had consistently more reads mapped to each chromosome, which is to be expected

given that the non-functional group had more reads per sample overall. However, the pattern

of variation between chromosomes was consistent.

The RSeQC package consists of a variety of Python programs that can be used to as-

sess data quality in RNA-sequencing experiments [35], [71]. The package read distribution.py

counts the number of tags per kilobase covering important genomic features. “Tags” are an

indicator of read alignment. A uniquely mapped read will have a single tag associated with

it; a split read will have two tags associated with it, as each mapping location will have a

tag associated with it. Figure 8 demonstrates that more reads mapped to exons and the 3’

untranslated regions (UTRs) than the 5’ UTRs. Introns, the genomic regions upstream of

transcription start sites (TSS), those regions downstream of transcription end sites (TES)

should not have many tags in an mRNA sequencing experiment. The data show that most

reads map to either exons or UTRs, with very little intronic or intergenic mapping.

The package geneBody coverage.py scales assembled transcripts to 100 nucleotides

and calculates the theoretical number of reads that cover each theoretical nucleotide, con-

verting that number to a coverage ratio. Figure 8 reveals consistent 3’ bias across all samples.

43



44



0

20

40

60

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 X Y
Chromosome

M
ap

pe
d 

re
ad

s 
pe

r k
ilo

ba
se

WT

Mut

Figure 7: Read mapping distribution (measured by reads mapped per kilobase) between chro-

mosomes varies, the Mut group, which had more reads, contains more reads mapped per kilobase.

Read mapping was counted using the Samtools package “idxstats.”
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Figure 8: Mapped reads display consistent 3’ bias across samples. (a) A plot of tags per kilobase

for genomic features by experimental grouping reveals bias towards the 3’ UTR over the 5’ UTR.

TSS-up-10kb: The 10 kb region upstream of the transcription start site. 5’UTR-Exons: The 5’

untranslated region of exons. CDS-Exons: Reference-annotated exons. 3’UTR-Exons: The 3’

untranslated region of exons. TES-down-10kb: The 10 kb region downstream of the transcription

end site. (b) A plot of the read coverage over the scaled length of the gene body reveals 3’ bias

across all samples
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Hippocampal Gene Expression

Overall Gene Expression

The software package Cu↵di↵ creates an output directory that contains all of the necessary

files to conduct di↵erential expression analysis between experimental groups using the R

package cummeRbund [25]. Gene expression is expressed in fragments per kilobase of exon

per million of reads mapped (FPKM), a within-sample normalization method [48] [76]. The

squared coe�cient of variation (CV2) plotted along a log scale of FPKM values is a mea-

sure of cross-replicate variability for the samples; di↵erences in variability between samples

may result in fewer than expected di↵erentially expressed genes (due to wider confidence

intervals). Figure 9 shows that cross-replicate variability is similar between samples, and

tends to drop for both genes and isoforms as FPKM values increase. Figure 9c displays the

density of gene expression over ten FPKM orders of magnitude. The majority of genes are

expressed between 0.001 FPKM and 1000 FPKM, with a bimodal density distribution. The

group with non-functional AKAP9 (”Mut”), has a slightly higher peak around 0.1 FPKM,

suggesting that more genes are expressed at this lower level. At the lower peak around 10

FPKM, the group with functional AKAP9 has a slightly larger peak, suggesting that more

genes are expressed at this level in this group. A large portion of genes have levels of expres-

sion (FPKM) that fall below 1 FPKM, suggesting that many genes are expressed at very

low levels in the hippocampal extracts.
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Figure 9: FPKM estimates are similar across experimental groups. The squared coe�cient of

variation, a measure of cross-replicate variability for (a) genes and (b) isoforms. (c) A density plot

of FPKM values for each group.
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Akap9 Expression

Visual inspection of the BAM files generated by TopHat suggest very low coverage of

the mei2.5 mutation site (Appendix A). However, from the sequencing data, Cu↵di↵ was

still able to generate a robust assembly. Cu↵di↵’s transcriptome assembly was guided by

the Ensembl reference genome which contains 15 predicted transcripts; however, Cu↵di↵

predicted two novel isoforms of Akap9 in the 3’ end of the gene, TCONS 00099633 and

TCONS 00099642 (Figure 10). It is interesting to note that these isoforms both demon-

strate alternative splicing patterns in the last four exons, a region of the gene that over-

laps with exon 44 in the full-length gene and that contains the PACT interaction domain.

ENSMUST00000200591 and ENSMUST00000198500 are two transcripts within the Akap9

region according to Ensembl, but they represent Wrd46, a retrotransposed pseudogene, and

GM43031, a predicted gene, neither of which is associated with Akap9 at this juncture.

Figure 11 depicts Cu↵di↵-predicted protein products for five of the expressed tran-

scripts. TCONS 00099638 appears to correspond to P31955, and TCONS 00099640 appears

to correspond to P31958. Interestingly, Ensembl has annotated TCONS 00099640 as a

nonsense-mediated decay transcript [2]. The confidence intervals overlap for all FPKM val-

ues; therefore we cannot conclude from this study that the isoform expression of Akap9

transcripts di↵ers between the the two experimental groups.
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Figure 10: Cu↵di↵ predicts seventeen Akap9 isoforms in the hippocampus, two of which are not

present in the mm10 Ensembl build.
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Figure 11: Several transcript variants of AKAP9 are expressed at low levels in the hippocampus,

five of which Cu↵di↵ predicts as protein products. (a) expression barplots of seventeen Akap9

isoforms in the hippocampus, on a log10 scale. (b) Expression levels of transcripts predicted by

Cu↵di↵ to have protein products. Error bars represent 95% confidence intervals for the FPKM

value for the transcript.
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Di↵erential expression

Figure 12 depicts a plot of the fold-change in gene expression between the two conditions

plotted against the p-value (uncorrected for multiple testing) calculated for that di↵erence.

The volcano plot reveals a trend of di↵erence between the two conditions in global gene

expression, however, only 32 of the genes have di↵erences in expression that are large enough

to be considered significant by Cu↵di↵ after correction for multiple testing. (See Appendix B

for a full table of genes). Interestingly, a dendogram drawn from Jensen-Shannon distances

reveals that samples do not cluster by grouping, and appear to cluster randomly.

Figure 13 depicts a heatmap of di↵erentially expressed genes deemed significant

by Cu↵di↵, clustered by grouping. At the top of the figure is a dendrogram depicting the

clustering of the samples by expression levels of only significantly expressed genes (again,

clustered by their Jensen-Shannon distances). The samples do not cluster by grouping and

many genes have a single outlier that drives di↵erential expression.

Of the di↵erentially expressed genes, several interesting genes stand out, given the

association of AKAP9 with microtubule organization and connection to Alzheimer’s and

long-QT syndrome. The sodium voltage-gated channel beta subunit 4 (Sbcn4) has been

associated with long-QT syndrome, and displays upregulated expression in mice with non-

functional AKAP9 (Figure 14) [59]. Amyloid Beta Precursor Protein Binding Family A

Member 3 (Apba3) is thought to be a protein that interacts with amyloid precursor protein

(thought to play an important role in Alzheimer’s) [4]. Apba3 exhibited higher levels of

expression in the group lacking functional AKAP9 (Figure 14) . However, as the heatmap

in Figure 13 demonstrates, and the isoform plots further reinforce, often a single replicate

drives the FPKM value up for a specific isoform.
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Figure 12: Global gene expression di↵ers between sample groups, but gene expression for individ-

uals does not cluster by grouping (a)The log2 of the fold change of expression (FPKM values) for

each gene between samples (values denoted as ”significant” corrected for multiple testing) (b) den-

drogram depicting Jensen-Shannon distances calculated for gene expression between all replicates.
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2410002F23Rik,Gm15517,Gm23991,Gm28496,Snord88a|XLOC_037347
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Fam180a|XLOC_035503

Fmod|XLOC_001093

Gm23490,Gm23873,Gm23917,Mir344,Mir344b,Mir344d−3|XLOC_039296

Gm24991,Hist1h2ac|XLOC_011116

Gm29216|XLOC_001875

Gm765|XLOC_036049

H2−Q1|XLOC_017192

Igf2|XLOC_040079

Itih2|XLOC_022831

Lars2|XLOC_043291

Mir134,Mir3072,Mir369,Mir377,Mir382,Mir410,Mir412,Mir485,Mir668,Mirg,mmu−mir−409|XLOC_009051

Mpzl2|XLOC_042537
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Figure 13: Di↵erentially expressed genes are driven by outliers and do no cluster by group. (a) A

di↵erentially expressed gene clustering by Jensen-Shannon distance. (b) A heatmap of di↵erentially

expression between conditions for genes above the significance threshold
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Figure 14: Apba3 and Scn4b are two genes up-regulated in the group lacking functional AKAP9,

while Fmod is downregulated. Barplots of mean FPKM values for individual isoforms of each gene,

where error bars represent confidence intervals around the FPKM value
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Discussion

The goals of this study were twofold: first, to study the biological e↵ects of the mei2.5

mutation on the hippocampal transcriptome as a step towards understanding more fully

the biology of the mei2.5 mouse model. Second, to pilot a bioinformatics workstation at

Middlebury College to explore how computational biology and bioinformatic education might

be implemented at an undergraduate institution.

Middgenpilot: An e↵ective tool for bioinformatics education and

research at Middlebury College

The Middgenpilot workstation proved to be an e↵ective tool for facilitating a deeper under-

standing of the components of an RNA-seq analysis pipeline, though it’s potential is certainly

not limited to RNA-seq. The environment provided a platform on which to assemble the

software components of an analysis pipeline piece-by-piece. It could be expanded to compare

the same experiment across analysis platforms, or utilized to conduct several di↵erent types

of analysis. It could easily be used as a platform for processing microarray data, genomic, or

proteomic data. Though the virtual machine was a Linux, command-line environment, its

connection to an Alpaca storage volume o↵ered the advantage of access to data and analysis

files from a standard desktop computer. This enabled file-sharing beyond the Linux machine.

This was an e↵ective method for file sharing between investigators, but it could easily be

extended to a bioinformatics classroom environment, with students submitting assignments

from the virtual machine to the storage volume, where a professor without access to the

individual virtual machine could review assignment output files.

Several comments about the virtual machine: First, the bash scripts used to run
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the pipeline are rudimentary (See Appendix C). Conveniently, scripts could be executed in a

users home directory that contained all of the necessary pipeline packages, but input could

be seamlessly streamed in from and output deposited in the Alpaca volume in a specified

working directory. One of the lessons learned from this analysis was the importance of an

organized directory structure. To avoid copying files (and possibly corrupting them), each

step in the pipeline deposits outputs into a pre-specified directory. Processing re-sequenced

reads led to a slightly more complicated directory structure then necessary, and ultimately

to confusion. Were this analysis to be run again, the directory structure should be as

streamlined as possible. This would enable more sophisticated bash scripts that could make

the pipeline itself more streamlined (with one step flowing directly into the next).

Finally, with respects to the virtual machine: the R work environment leaves some-

thing to be desired. Due to outdated laptop software, the entire cummeRbund analysis in

R was conducted from an Xterm window, which was inconvenient, and far more time con-

suming than necessary. Running R scripts involved opening the Xterm window from the

virtual machine, and then re-importing the source code each time an edit to the code was

made. This could be fixed by operating from a desktop or laptop machine with the most

up-to date version of R, capable of installing all necessary packages. Cu↵di↵ output could

be funneled back down to the desktop or laptop machine for final analysis, which could

then be deposited on the cloud again. The lack of a graphical user interface meant that

integrated development environments (IDEs) could not be used for writing R scripts or bash

scripts, and so all script writing and editing was conducted in the Linux editor VIM. Though

this meant testing scripts was a cumbersome process, it was ultimately encouraged deeper

learning about the Linux system.

Where does a tool such as Middgenpilot fit into the current bioinformatics land-

scape? The cost of sequencing has dropped at an exponential rate in recent years: it drops by

half approximately every five months, meaning that the capacity to generate data increases

5-fold every year. However, computing technology continues to improve at the rate predicted

by Moore’s law, doubling in capacity every 18-24 months [64]. As the fields of bioinformat-

ics and computational biology expand, they will hit the very real barriers of computational

and storage capacity. Increasingly, computing is turning to the cloud for solutions. The
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cloud refers to large collections of servers (owned an operated by a service provider) that are

accessible through the internet, that provide resources that are accessible on-demand, in a

pay-as-you-go model. These resources can be divided conceptually into ”Data as a service”

(DaaS - e.g. publically accessible databases such as GenBank, Ensembl), ”Software as a ser-

vice” (SaaS - cloud-based software services that eliminate the need to download and update

bioinformatic software packages), ”Platform as a Service” (PaaS - a platform for developing

and deploying cloud applications, where computational resources scale automatically, e.g.

Galaxy, Eoulsan), and ”Infrastructure as a service” (IaaS - delivers virtualized hardware

and software, e.g. Amazon Web Services, Cloud BioLinux) [15]. These resources are far

more powerful then a small virtual machine on a Middlebury server, and are the tools that

are used at the cutting edge of bioinformatics today. Learning how to use these tools will

be a vital component of undergraduate biology education moving forward.

However, having a “local” VM installed on Middlebury servers confers several ben-

efits. First, it gives the user a window into the infrastructure needed to support a high-

throughput analysis, providing an “under the hood” glimpse on a small scale of what is

going on in an environment such as Galaxy. The VM was a barebones installation, and in-

stalling the pipeline was a valuable lesson in troubleshooting software dependencies. Second,

the VM provides the user with full control over all steps of the analysis, forcing the user to pay

attention to small details such as md5sum checks to verify the integrity of transferred data,

directory structures, and the full range software open-source software. Third, the VM pro-

vides a sunk-cost way to experientially investigate the potentials of cloud-computing, without

the risk of incurring exorbitant fees by exceeding the requested computational limit. Middle-

bury College has an extensive computational infrastructure that is professionally maintained.

The Biology and Biochemistry departments could benefit from taking advantage of that in-

frastructure to develop a bioinformatics curriculum.

The Middgenpilot model facilitates fluency in the computational infrastructure nec-

essary for bioinformatics, allows full user control, and is a cost-e↵ective ”sandbox” environ-

ment where mistakes need not be expensive. Dovetailed with an overview of cloud-based

computing resources being used at the forefront of bioinformatcs, it has the potential to be

a powerful tool for undergraduate education in bioinformatics.

69



Data Quality

Pre-processing: FastQC and Trimmomatic

Visual inspection of the tiles in the per tile sequence section of the FastQC output file

reveals several tiles with lower quality than the surrounding tiles. However, the quality

reductions are not consistent in a single tile or distributed across the same position for all

reads, suggesting that the drop in sequence quality was likely due to a bubble in the flow

cell at that specific position.

The Per Base Sequence Content module is expected to issue failures for RNA-Seq

data. Random hexamer priming - the library construction method used for our RNA-seq

library - leads to the enrichment of certain kmers at the 5’ end of reads [29], and this is

observed in the samples given warnings and failures by FastQC.

Our samples failed the FastQC per sequence GC content module. However, they

have normal-looking GC distributions with a mean centered around 48%, though the distri-

butions are systematically shifted to the left with a GC content distribution compared to

FastQC’s theoretical GC content prediction. indicating lower GC content than the FastQC

model predicts. This could either be the result of systematic bias in the library preparation,

or simply characteristic of the distribution of GC content in C57BL/6J background strain of

Mus musculus, which has been estimated to have a mean GC content of 51% with a standard

deviation of 7.8% [56]. The FastQC module does not take into account theoretical GC distri-

butions by species, but rather calculates it from the sample. Given the systematic shift, the

relatively normal-looking distribution, and a GC content that falls within a single standard

deviation of the estimated species GC content, we decided that the warnings received by this

module could be disregarded.

All of our samples failed the FastQC Duplicate Sequence module, which suggests

that duplicate sequences make up anywhere from 20% to over 50% of our overall sequence

content. This is to be expected in RNA-Seq experiments, because of varying levels of tran-

script expression. Highly expressed transcripts will have high levels of sequence duplication,

whereas low-level transcripts will see less transcript. The failures on this module do not give

any cause for concern. ‘
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All of our samples failed the Kmer Content module. The module may issue a

warning or failure for duplicate sequences that don’t trigger the Overrepresented Sequences

module. Examination of the plots for each sample reveal that no one kmer is consistently

over-represented at a single location. The lack of consistent kmer over-representation between

samples and the presence of high levels of duplication suggest that duplicate sequences - an

expected RNA-Seq bias caused by high levels of transcript expression - are triggering failures

and warnings in the Kmer Content module.

Trimming low-quality reads – determined by base-by-base Phred scores – is gen-

erally beneficial in sequencing experiments. In RNA-seq experiments, trimming low-quality

reads can increase the percentage of reads aligning to the reference genome, increasing the

reliability of the results. In an analysis of nine trimming programs, Trimmomatic performed

well for RNA-seq data using a sliding-window quality filtering approach with an intermedi-

ate quality threshold [21]. In Trimmomatic’s sliding window quality filtering algorithm, a

set-length window scans from the 5’ to 3’ end of a read and removes the 3’ end when the

average quality drops below a specified quality parameter Q [7]. However the algorithm’s

performance (as measured by percentage of reads mapping to the reference genome after

trimming) dropped as the Q was increased. However, the sliding window approach utilized

by Trimmomatic and five other trimming programs doesn’t take into account the drop in

percentage of aligned reads when quality parameters are too stringent [21]. In 2014, the de-

velopers of Trimmomatic developed a maximum information quality filtering algorithm with

an increasingly strict trimming process as the length of the read being trimmed increases.

This algorithm, when combined with adapter trimming for Illumina adapter sequences, out-

performed the sliding window algorithm [7]. Though trimming is recommended practice,

Trimmomatic trimmed very few reads in this study (Fig 6).

Annotation-based Quality Control

Following alignment of filtered reads to the reference genome, chromosomal read mapping was

inspected (Figure 7). The Samtools command “idxstats” reports the number of fragments

that map to each chromosome. More reads map to each chromosome in the non-functional

Akap9 group (Mut), which is to be expected, given that there are more reads overall in this
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group, and the measure is of fragments mapped, a raw, un-normalized measure of reads.

The annotation-based quality control package RSeQC demonstrates consistent 3’

bias across all of our samples (Figure 8). Early RNA-seq experiments used oligo-dT priming

to synthesize cDNA strands from oligo-dT purified mRNA samples [49] [77], however, these

were found to introduce 3’ bias, where 3’ ends of transcripts were over-represented compared

to 5’ ends [73]. A method to correct this bias was developed that involved RNA fragmentation

followed by cDNA synthesis using random hexamer primers [48]. Though this method has

been shown to introduce nucleotide biases in the first 13 bp of a read [29], it provides more

evenly distributed coverage globally along a gene [73]. To avoid 3’ bias in the preparation,

the mRNA pool in this study was converted into a cDNA sequencing library using the mRNA

TruSeq Stranded, 175 bp library preparation protocol [55], [82]. This protocol entails polyA

selection followed by RNA fragmentation, cDNA synthesis with random hexamer primers,

and size selection for 175 bp cDNAs before sequencing. Despite these measures, 3’ bias

persisted.

Wang et al. suggest that RNA degradation may occur preferentially at the 5’ end

due to oligo-dT selection [72]. However, transcriptome-wide, spontaneous, global 5’ RNA

degradation seems an unlikely cause at the temperatures and timescales in the mRNA TruSeq

protocol [55]. Another study found that RNA degradation (as measured by RIN over a range

of values from 10 to 2) leads to increasing 3’ bias associated with decreasing mRNA quality.

As RNA quality diminishes from 10, 3’ bias increases. Interesting, longer RNAs tend to have

higher expression in groups with higher RINs, suggesting that longer genes are preferentially

degraded from the 5’ end [62]. The genomic region for Akap9 is over 150 kb and contains 48

exons, while the average mouse gene was estimated to have a length of 7902 bp [32]. Given

the length of Akap9, and the 3’ bias that particularly a↵ects long genes as RNA quality

drops, it is unsurprising that we observed such low coverage of the mutation site at exon 13.

An examination of RNA degradation pathways in Saccharomyces cerevisae suggests

a potential biological mechanism for this degradation. In S. cerevisae, RNA degradation

plays an important role in transcriptional expression and regulation. Cytoplasmic Xrn1 and

nuclear Rat1 are primarily responsible for 5’ to 3’ degradation of RNA, while the exosome - a

conserved complex with an endonuclease cleavage site - is responsible for 3’ to 5’ exonuclease
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acitivty. Cytoplasmic RNA degradation begins with the shortening of the 3’ polyA tail by

the Pan2/Pan3 complex or the Ccr4/Pop2/NOT complex. After deadenylation, 3’ to 5’

degradation may occur directly or the RNA may undergo 5’ decapping followed by 5’ to 3’

degradation. Studies suggest that decapping and 5’ to 3’ degradation occurs preferentially

over 3’ to 5’ degradation, which is also 1.5-6 times slower [53]. In mice, RNA degradation is

also temperature-sensitive, and occurs more rapidly at 37oC than 4oC [83]. In this study, we

conducted sacrifice and tissue extraction at room temperature. Though the interval between

death and whole brain freezing in chilled RNAlater was on the order of minutes, the gene

body coverage data (Figure 8) and RIN scores (Figure 2) suggest the interval was long

enough for some 5’ degradation to occur. Further work on this dataset should implement

Cu↵di↵’s -frag-bias-correct option, which finds and corrects biases in the dataset [67], or a

3’ tag counting method described in [62].

The presence of microRNAs among the di↵erentially expressed genes identified by

Cu↵di↵ was unexpected. There is, however, some evidence to suggest that some microRNAs

may be transcribed in large blocks and capped and polyadenylated before processing [9]. It is

possible that the dT capture step managed to capture some of these unprocessed microRNAs.

An open question that remains to be answered in this analysis is the interpretation

of physiological relevance of the expressed genes. Figure 9 displays the distribution of FPKM

values. Should one peak of the bimodal distribution be considered physiologically relevant,

and the other not? Should there be an FPKM threshold, below which a transcript ins con-

sidered physiologically irrelevant? Mortazavi et al. demonstrate that with RNA standards

combined with information on cellular RNA content, RPKM values can be translated into

absolute transcript levels [48]. This approach is unfeasible in the hippocampus, with many

di↵erent cell types [81], as di↵erent cell types will display unique transcriptional profiles.

Hart et al. combined an ENCODE 2.0 RNA-seq data set from 17 human cell lines with EN-

CODE ChIP-seq data to determine whether promoters at a given FPKM value were active or

repressed. They determined physiological relevance to be the point where the ratio of active

to repressed promoters drops below 1. When standardized across samples, this results in a

raw FPKM threshold for physiological relevance at �0.1 [30]. This value should be taken

with a grain of salt, as it was derived from human cell lines. However, it serves as the best
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Transcript ID Mut WT Cu↵di↵ Protein ID Ensembl Annotation (rel 86)

TCONS 00099626 No No P31954 Protein coding

TCONS 00099628 No Yes P31956 Protein coding

TCONS 00099633 Yes Yes None

TCONS 00099634 Yes No P31957 Protein coding

TCONS 00099638 Yes Yes P31955 Protein coding

TCONS 00099639 Yes No Retained intron

TCONS 00099640 Yes Yes P31958 Nonsense-mediated decay

TCONS 00099641 Yes Yes Retained intron

TCONS 00099642 Yes Yes None

Table 3: Table of Akap9 transcripts identified by Cu↵di↵ that meet the criteria for physiological

relevance.

current estimate, given the limited nature of this study, of a threshold to determine which

transcripts to consider and which to disregard.

Akap9 expression in the hippocampus

Cu↵di↵ detected 17 transcripts of Akap9 expressed in the mei2.5 hippocampus. Of those 17

transcripts, only eight have FPKM values that meet the criteria established above for physi-

ological relevance. However, some of those transcripts only meet the criteria for physiological

relevance in one sample group, but not the other ( Table 3 (See Table ?? in Appendix B for

confidence intervals and FPKM values). Interestingly, full length Akap9 (TCONS 00099628),

group meets the criteria for physiological relevance while the other does not. However, the

confidence interval for the Mut group (0:0.239531) and the WT group (0:0.545391) overlap,

and both contain zero. A separate analysis by the NYGC found the only di↵erentially ex-

pressed gene between groups to be Akap9, which was reduced in the Mut group (NYGC,

personal communication).

Interestingly, Akap9 was initially described in four di↵erent studies, all of which

detected an 11.7 kb mRNA transcript (detected as yotiao [39], AKAP350 [58], CG-NAP [65],

and AKAP450 [78] expressed in the brain. Perhaps this transcript is a precursor transcript
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that is further spliced to form the various isoforms. Reduced expression of this transcript

may lead to reduced expression of other isoforms. Some gene classes contain exonic ”stop”

codons, an their inclusion into a splice isoform marks them for nonse-mediated decay (NMD)

[50]. Perhaps the mei2.5 mutation abolishing the exon 13 conserved splice site resulting

in the inclusion of intron 13-14 during splicing leads to nonsense mediated decay of some

transcripts, reducing overall pre-mRNA available for splicing.

Two other transcripts identified as physiologically relevant in the Mut group but not

in the WT group are TCONS 00099634 and TCONS 00099639 . However, inspection of the

confidence intervals for each (TCONS 00099634 – WT CI: [0:0.580874]; Mut CI: [0:1.25176])

(TCONS 00099639 – WT CI:[0:0.951379]; Mut CI: [0:1.64014]) reveals that for both tran-

scripts, both sample CIs contain 0 and overlap extensively; any biological conclusions drawn

from these data would be baseless.

Cu↵di↵ identified TCONS 00099640 as protein coding in the hippocampus, however

the Ensembl annotation identifies this transcript as tagged for NMD. This could be an

aberrant annotation by Cu↵di↵, or it could be that the transcript codes a hippocampus-

specific protein product. This transcript had one of the largest discrepancies in confidence

interval lengths, though the di↵erence between the Mut and WT groups is not significant.

However, the first exon of this transcript overlaps with exon 44 of TCONS 00099628, but

extends in the 5’ direction. Interestingly, the pericentrin-AKAP450 centrosomal targeting

(PACT) domain identified in hAKAP450 by Gillingham and Munro as being recruited to

the centrosome also extends in the 5’ direction from exon 44 of murine TCONS 00099628

[24].

Another interesting aspect of the Cu↵di↵ transcript assemblies lies in the organi-

zation of the 3’ transcripts of TCONS 00099628, TCONS 00099633, TCONS 00099640, and

TCONS 00099642. Using TCONS 00099628 as a reference in the Cu↵di↵ assembly (Figure

10), each of the other three transcripts displays a unique splicing profile. This region overlaps

with the exchange protein directly activated by cAMP (Epac1) interaction domain [60] in

addition to the previously described PACT domain interaction.

The AKAP450 isoform of AKAP9 localizes the PKA-regulated phosphodiesterase

PDE4D3 to the centrosome, reducing cAMP concentrations in a centrosomal pocket and fine-
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tuning the sensitivity of PKA [66], implicating hAKAP450 in centrosomal cAMP signalling

pathways. AKAP9 regulates microtubule dynamics through its association with Epac1,

which coordinates cadherin and integrin-mediated adhesion via the actin cytoskeleton [60].

Targeting of AKAP450 to the centrosome occurs via the PACT, which recruits PKA type II

↵, an interaction shown to be critical for centrosomal integrity and duplication; disruption

of this interaction induces cytokinesis defects and G1 arrest [33]. The presence of three

AKAP9 isoforms in the hippocampus suggests that perhaps hippocampal AKAP9 plays a

role in modulating microtubule dynamics rather than modulating gap junctions or NMDA

receptors as initially hypothesized.

The expression of all Akap9 isoforms falls in the saddle between the two peaks of the

density distribution in Figure 9, suggesting relatively low abundance of all of the AKAP9

isoforms in the hippocampus. Staining of the hippocampus for yotiao isoforms localized

their expression to the pyramidal neurons of the CA1, CA3, and dentate gyrus areas[39].

These cells make up a small fraction of the hippocampal tissue. A possible reason for low

overall expression could be that Akap9 expression is cell-type specific, and is only actively

transcribed in pyramidal cells (as an example), while being repressed in other cell types. An

alternate hypothesis could be that AKAP9 is constitutively expressed at low levels across

the hippocampus.

Global di↵erential expression

A volcano plot of fold change of FPKM values between groups suggests that there may be

meaningful changes in the transcriptome between groups. However, the fold-change value

taken into account in this plot are average FPKM values, and do not reflect the sample

variance (and the sample size is small, with only n = 3 in each group). A dendrogram of

Jensen-Shannon distances (o↵ered as part of the cummeRbund package [25]) reveals that

samples do not cluster by sample grouping. This clustering could be explained by an unin-

tentional mixing of two mei2.5 congenic lines previously maintained in the colony, one on

a C3H background and one on a C57BL/6J background. The samples could be clustering

based on background strain.

A heatmap of genes marked by Cu↵di↵ as di↵erentially expressed at a level of
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significance above the multiple-test correction threshold ↵ < 0.05 (Figure 13 reveals that

often a single outlier with expression an order of magnitude di↵erent from the other replicates

will throw o↵ the FPKM estimate. However, given the small sample size and the nature

of binning (with two heterozygotes binned with a single wild-type mouse), the estimates of

FPKM values and fold-change between conditions will be tenuous at best. A di↵erential

expression analysis conducted by the NYGC using Star, FeatureCounts, and DESeq2 found

that the only gene with significant changes in expression between the two conditions was

Akap9 (NYGC, personal communication). This reinforces what has been demonstrated in the

literature [37], [63]: di↵erent analysis methods produce di↵erent results, and the di↵erences

are exacerbated with small sample sizes. The statistical methodologies of the ”Tuxedo Suite”

is beyond the purview of this study, but given the limited sample size of this study, a more

careful selection of statistical methodologies would be a benefit in any further analysis.

With those caveats, several of the genes identified by Cu↵Di↵ as di↵erentially ex-

pressed between groups are worth noting. The sodium voltage-gated channel beta subunit

4 (Scn4b) is expressed in the brain, spinal cord, and some sensory neurons [80], and a SNP

in its sequence has been associated with congenital LongQT syndrome [47] and Brugada

syndrome [54], both characterized by malignant ventricular arrhythmias. AKAP9 interacts

with the cardiac potassium channel KCNQ1 and regulates its phosphorylation state through

recruitment of PKA and PP1 [11], and it has been shown to be a genetic modifier of the

corrected QT interval, risk, and severity of cardiac events in a founder population carrying

a KCNQ1 mutation [16]. The increased expression of Scn4b in this study was driven by a

single replicate, however, the result suggests a possible connection worth investigating fur-

ther. Perhaps the yotiao isoform of Akap9 regulates the Scn4b phosphorylation state in the

nervous system (or beyond), regulating activity.

Amyloid beta precursor protein binding family A member 3 (Apba3/Mint3/X11L2)

interacts with amyloid precursor protein (APP), regulating APP tra�cking between the

trans-Golgi and the membrane [61] [10]. Cleaving of the amyloid precursor protein produces

�-amyloid peptide (A�), the accumulation of which is a hallmark of Alzheimer’s disease,

though it’s role in disease etiology remains unclear [52]. Increased expression of Apba3 in

the Mut group was driven by a single replicate. However, taken together with a recent study
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that discovered a SNP in the PACT of AKAP9 associated with Alzheimer’s disease [41],

a tenuous connection of AKAP9 to pathways associated with Alzheimer’s disease begins to

emerge. AKAP9 may coordinate the localization of the centrosome and the Golgi apparatus,

but though disruption of that connection has been shown to a↵ect directional cell migration

and ciliogenesis, it did not a↵ect global secretion [31]. Nonetheless, disruption of an infras-

tructural protein such as AKAP9 that coordinates aspects of microtubule dynamics [60] and

Golgi organization [31] may a↵ect APP tra�cking; this would be an interesting avenue for

future inquiry.

Moving forward with the mei2.5 mouse model

This study represents an initial attempt to characterize the mei2.5 phenotype beyond the

testes. The dataset generated in this study should be more thoroughly examined. A basic

first step would be to add Gene Ontology terms to the dataset, to examine if the significantly

di↵erent genes identified by Cu↵di↵ share common ontologies. A KEGG pathway analysis

may shed more light on the nature of the di↵erential expression between conditions: though

individual genes may not meet the threshold for significant expression, perhaps overall path-

ways expression is a↵ected in a significant way. The sequencing files should be re-aligned and

sent through several di↵erent di↵erential expression analysis programs, to provide a more

comprehensive picture of di↵erential expression (a comprehensive review of programs to try

can be found here: [14]). Furthermore, though the sample size is small, future work might

take advantage of new statistical methods being developed [40]. Future work can build on

this study through qRT-PCR validation of di↵erential expression findings in the hippocam-

pus. Akap9 expression should be quantified via qRT-PCR expression studies in other regions

of the brain, and in other tissues. The tissue and cell-type specificity of AKAP9 isoforms

remains largely undocumented, and should be explored further. Tenuous connections to

both Alzheimer’s disease and longQT syndrome suggest that the mei2.5 model may be an

e↵ective model for disease; at the very least, the connections are worth investigating further.

Situated in the larger context of functional genomics and large-scale e↵orts to under-

stand the relationship between genotype and phenotype, the mei2.5 mouse model provides a

unique opportunity to understand the mechanisms by which single nucleotide base changes in
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the genome can, by subtly or not so subtly altering cellular processes, radiate up through cell

types and tissues to observable, macro-scale phenomena in vertebrates, ultimately o↵ering a

window of insight into mechanisms of both disease and evolution.
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Appendix

Appendix A: mei2.5 mutation site coverage

Figure 15: The mutation site received sparse coverage across all samples. Top three rows: Mut.

Bottom three rows WT/Het.
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Appendix B: Akap9 Isoform Expression Levels

Isoform ID Sample Group FPKM Conf Hi Conf Lo

TCONS 00099625 Mut 0.00516065 0.0742716 0

TCONS 00099626 Mut 0 0.0273135 0

TCONS 00099627 Mut 0.0198642 0.45424 0

TCONS 00099628 Mut 0.0828765 0.239531 0

TCONS 00099629 Mut 0 0.148343 0

TCONS 00099630 Mut 0 0.0957462 0

TCONS 00099631 Mut 0.00635531 0.254499 0

TCONS 00099632 Mut 0.0148311 0.281703 0

TCONS 00099633 Mut 0.991405 1.47768 0.505134

TCONS 00099634 Mut 0.144354 1.25176 0

TCONS 00099636 Mut 0.0127162 0.146062 0

TCONS 00099637 Mut 0 0.0393095 0

TCONS 00099638 Mut 0.211095 1.38415 0

TCONS 00099639 Mut 0.201526 1.64014 0

TCONS 00099640 Mut 1.53309 4.34404 0

TCONS 00099641 Mut 0.667538 3.44403 0

TCONS 00099642 Mut 1.27881 2.49367 0.0639568

TCONS 00099625 WT 0 0.0156321 0

TCONS 00099626 WT 0 0.0271951 0

TCONS 00099627 WT 0 0.127947 0

TCONS 00099628 WT 0.259437 0.545391 0

TCONS 00099629 WT 0 0.148343 0

TCONS 00099630 WT 0 0.0957462 0

TCONS 00099631 WT 0 0.139613 0

TCONS 00099632 WT 0 0.0972831 0

TCONS 00099633 WT 1.49215 2.15196 0.832343

TCONS 00099634 WT 0.0310203 0.580874 0

TCONS 00099636 WT 0.0055743 0.100196 0

TCONS 00099637 WT 0.00727687 0.142851 0

TCONS 00099638 WT 2.56687 7.87862 0

TCONS 00099639 WT 0.0669399 0.951379 0

TCONS 00099640 WT 5.26037 11.0194 0

TCONS 00099641 WT 0.374021 2.67398 0

TCONS 00099642 WT 2.33266 4.05358 0.611728

Table 4: Table of average FPKM values for AKAP9 isoforms and the upper and lower boundares

of 95% confidence intervals for the given FPKM value.
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Appendix C: Di↵erentially Expressed Genes

XLOC Gene Name Mut FPKM WT FPKM log2(fold change)

XLOC 039296 ”Gm23490,Gm23873,Gm23917,Mir344,Mir344b,Mir344d-3” 225.451 13.2377 -4.09009

XLOC 004007 ”Apba3,Mir3057” 55.9758 7.23883 -2.95097

XLOC 036049 Gm765 0.536399 0.0960086 -2.48207

XLOC 037880 ”AC122844.1,Ampd3” 15.6027 5.69314 -1.45449

XLOC 037347 ”2410002F23Ri,Gm15517,Gm23991,Gm28496,Snord88a” 77.8668 29.306 -1.40981

XLOC 022932 NA 63.5446 30.4563 -1.06103

XLOC 018141 Rn18s-rs5 739.126 361.342 -1.03245

XLOC 019686 NA 239.818 130.047 -0.882912

XLOC 008443 NA 366.051 204.452 -0.840284

XLOC 027655 NA 186.089 104.071 -0.838429

XLOC 043291 Lars2 54.1421 31.7281 -0.770992

XLOC 042541 Scn4b 6.89603 4.24921 -0.698573

XLOC 009051 ”Mir134,Mir3072,Mir369,Mir377,Mir382,Mir410,Mir412,Mir485,Mir668,Mirg,mmu- mir-409” 109.997 189.122 0.781857

XLOC 020566 Acta2 11.2751 20.0289 0.828945

XLOC 016056 Myh11 1.39237 2.50618 0.847945

XLOC 040079 Igf2 23.9839 43.4464 0.85717

XLOC 035502 Slc13a4 4.54425 8.43836 0.892921

XLOC 035046 Slc6a13 3.03417 6.57791 1.11633

XLOC 031722 ”RP24-299A7.2,Spp1” 2.94455 6.57757 1.15951

XLOC 022831 Itih2 0.527077 1.41824 1.42802

XLOC 035503 Fam180a 0.31679 0.878295 1.47118

XLOC 042756 Aldh1a2 1.71598 4.9266 1.52156

XLOC 022973 Ptgds 222.968 657.018 1.5591

XLOC 019840 Slc22a6 0.602158 1.8997 1.65756

XLOC 025417 Crabp2 0.670912 2.40458 1.84159

XLOC 018170 Capn11 0.260244 0.983628 1.91825

XLOC 042537 Mpzl2 0.135587 0.622483 2.19882

XLOC 001093 Fmod 1.32626 6.26375 2.23966

XLOC 035047 Slc6a12 0.282123 1.415 2.32641

XLOC 017192 H2-Q1 0.0610413 0.386116 2.66118

XLOC 011116 ”Gm24991,Hist1h2ac” 0.595305 4.09392 2.78178

XLOC 001875 Gm29216 5.47729 120.998 4.46537

Table 5: Table of the 32 genes by Cu↵di↵ position (XLOC) that had a multipe-test correction

↵ < 0.05, sorted by log2(fold change)
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Appendix D: Pipeline scripts

md5sum

The quality of transferred files was verified using md5sum, with a combination of a bash

script and command line arguments.

The bash scripts md5sum wf.sh:

#!/ u s r / b i n / bash

# This s c r i p t c o l l e c t s a l l the mdsums from the work ing d i r e c t o r y and w r i t e s

,! thems to a f i l e c a l l e d working md5sum . t x t

FILES=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /⇤ . f a s t q . gz

f o r f i n $FILES

do

md5sum $f >> /m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /

,! working md5sum . t x t

done

Following this script, the md5sums provided by the NYGC were collected into a

single text file and compared to the sample files that had been copied into the working

directory.

$ cat Sample 219 ⇤/ f a s t q /checksum /⇤ .md5 >> NYGC checksums . t x t

$ pa s t e NYGC checksums . t x t working md5sum . t x t | awk ’ $1!=$3 ’
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Quality control

FastQC s c r i p t : f a s t q c \ mei2 . 5\ h ippo1 . sh

#!/ u s r / b i n / bash

#Run f a s t q c f o r a l l compressed sample f i l e s

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2197�3

,! AGCGATAG BC92MLANXX L002 001 . R1 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2197�3

,! AGCGATAG BC92MLANXX L002 001 . R2 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2197�4

,! TCTCGCGC BC92MLANXX L002 001 . R1 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2197�4

,! TCTCGCGC BC92MLANXX L002 001 . R2 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�1

,! TCCGGAGA BC92MLANXX L002 001 . R1 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�1

,! TCCGGAGA BC92MLANXX L002 001 . R2 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�6 GAGATTCC�

,! ATAGAGGC BC8W0JANXX L002 001 . R1 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�6 GAGATTCC�

,! ATAGAGGC BC8W0JANXX L002 001 . R2 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�7 CGCTCATT�

,! ATAGAGGC BC8W0JANXX L002 001 . R1 . f a s t q . gz

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�7 CGCTCATT�

,! ATAGAGGC BC8W0JANXX L002 001 . R2 . f a s t q . gz

And f o r r e s equenced r e ad s : f a s t q c \ r un2 \ mei2 . 5\ h ippo1 . sh

#!/ u s r / b i n / bash

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�6

,! GAGATTCC BC92MLANXX L002 001 .R⇤

f a s t q c /m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /2199�7

,! CGCTCATT BC92MLANXX L002 001 .R⇤
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Trimmomatic : t r immomat ic mei2 . 5 h i ppo1 . sh

#!/ u s r / b i n / bash

#Sp e c i f y i n g the d i r e c t o r y tha t c o n t a i n s the f i l e s

FILES=/m iddgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /⇤R1 001 . f a s t q . gz

OUTFILEPATH=/middgenp i l o t /RNA Seq Data/mei2 . 5 h i p po 1 /Trimmomatic Out/

TRIMTAG= Tr immomamt i c F i l t e r ed . f a s t q . gz

# Move i n t o the Trimmomatic d i r e c t o r y to ga i n a c c e s s to the tr immomatic . j a r

cd /home/when r i que s /Trimmomatic�0.36

f o r f i n $FILES

do

#TEMP i s the s l i c e o f the f u l l f i l e path tha t c o n t a i n s the sample ID #

TEMP=${ f : 4 2 : 6 }

# FILEPATH and TEMP can be conca t ena t ed t o g e t h e r w i th the f o l l o w i n g

,! command

#echo $FILEPATH$TEMP$TRIMTAG

j a v a � j a r tr immomatic �0.36. j a r PE �t r im l o g /home/when r i que s /mei2 . 5

,! h i p p o e x c d i r / r u n l o g s /Trimmomatic/ tr immomat ic mei2 . 5 h i p po2 ”

,! $TEMP” t r im l o g . l o g �ba s e i n $FILE �baseout

,! $OUTFILEPATH$TEMP$TRIMTAG ILLUMINACLIP : adap t e r s /TruSeq3�PE�2. f a

,! : 2 : 3 0 : 1 0 MAXINFO: 4 0 : 0 . 5
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Merging resequenced files

Merging r e s equenced samples w i th SamTools : s amtoo l s \ merge \ mei2 . 5\ h ippo2 . sh

#!/ u s r / b i n / bash

ou tp r e=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Samtools Merge / stm 2199

i n 1p r e=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 1 /Tophat Out

,! /2199�

i n 2 p r e=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /Tophat Out

,! /2199�

samtoo l s merge $outp r e ”�6/ a c c e p t e d h i t s . bam” $ i n 1p r e ”6 t hou t / a c c e p t e d h i t s . bam

,! ” $ i n 2p r e ”6 2 t h ou t / a c c e p t e d h i t s . bam”

samtoo l s merge $outp r e ”�7/ a c c e p t e d h i t s . bam” $ i n 1p r e ”7 t hou t / a c c e p t e d h i t s . bam

,! ” $ i n 2p r e ”7 2 t h ou t / a c c e p t e d h i t s . bam”
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Annotation-based quality control

RSeQC : r e a d d i s t r i b u t i o n . py :

s c r i p t : RSeQC read d i s t h i ppo2 . sh

#!/ u s r / b i n / bash

# This s c r i p t runs r e a d d i s t r i b u t i o n s . py from the RSeQC packages on the mei2 . 5

,! h ippo2 samples , and w r i t e s the output to a t e x t f i l e .

#Tophat output d i r e c t o r i e s f o r samples w i th one f a s t q f i l e

topout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 1 /Tophat Out

,! /⇤ t h ou t /

# Tophat output d i r e c t o r y f o r samples w i th merged a c c e p t e d h i t s . bam

topout2=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Samtools Merge /stm⇤/

bed=/m iddgenp i l o t /RNA Seq Data/Reference Genome /Mus musculus /bed/

,! mm10 Ensembl mod . bed

o u t d i r=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /RSeQC/

,! r e a d d i s t r i b u t i o n /

f o r f i n $topout

do

# Give the num of cha r o f topout

#echo ${#topout }

# Pu l l s the i d number from the f i l e name

idnum=${ f : 7 1 : 6 }

i f [ ”$idnum” == ”2199�6” ] | | [ ”$idnum” == ”2199�7” ]

then

continue

f i

echo ” I n pu t s ”

echo $idnum

echo $bed

echo $ f ” a c c e p t e d h i t s . bam”
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echo ”Output F i l e s ”

echo $outd i r$ idnum

#l s $ f

#r e a d d i s t r i b u t i o n . py �r $bed � i $ f ” a c c e p t e d h i t s . bam” >>

,! $outd i r$ idnum ” RSeQC . t x t ”

done

echo ”Between the l o op s ”

f o r f i n $topout2

do

idnum=${ f : 7 9 : 6 }

echo ” I n pu t s ”

echo $idnum

echo $bed

echo $ f ” a c c e p t e d h i t s . bam”

echo ”Output F i l e s ”

echo $outdir$idnum RSeQC . t x t

r e a d d i s t r i b u t i o n . py �r $bed � i $ f ” a c c e p t e d h i t s . bam” >>$outd i r$ idnum ”

,! RSeQC . t x t ”

done

echo ”Done”
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RSeQC : geneBody cove rage . py

s c r i p t : RSeQC2 geneBody cov hippo2 . sh

#!/ u s r / b i n / bash

# This s c r i p t runs geneBody cove rage . py from the RSeQC packages on the mei2 . 5

,! h ippo2 samples , and w r i t e s the output to a t e x t f i l e .

#Tophat output d i r e c t o r i e s f o r samples w i th one f a s t q f i l e

topout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 1 /Tophat Out

,! /⇤ t h ou t /

# Tophat output d i r e c t o r y f o r samples w i th merged a c c e p t e d h i t s . bam

mergeout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Samtools Merge /stm⇤/

bed=/m iddgenp i l o t /RNA Seq Data/Reference Genome /Mus musculus /bed/

,! mm10 Ensembl mod . bed

o u t d i r=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /RSeQC/

,! geneBody cove rage /

f o r f i n $topout

do

# Give the num of cha r o f topout

#echo ${#topout }

# Pu l l s the i d number from the f i l e name

idnum=${ f : 7 1 : 6 }

i f [ ”$idnum” == ”2199�6” ] | | [ ”$idnum” == ”2199�7” ]

then

continue

f i

#echo $ f ” a c c e p t e d h i t s . bam”

echo ” I n pu t s ”

echo $idnum
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echo $bed

echo $ f ” a c c e p t e d h i t s . bam”

echo ”Output F i l e s ”

echo $outd i r$ idnum

#l s $ f

geneBody cove rage . py �r $bed � i $ f ” a c c e p t e d h i t s . bam” �o $outd i r$ idnum

done

echo ”Between the l o op s ”

f o r f i n $mergeout

do

idnum=${ f : 7 9 : 6 }

echo ” I n pu t s ”

echo $idnum

echo $bed

echo $ f ” a c c e p t e d h i t s . bam”

echo ”Output F i l e s ”

echo $outd i r$ idnum

geneBody cove rage . py �r $bed � i $ f ” a c c e p t e d h i t s . bam” �o $outd i r$ idnum

done

echo ”Done”
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Cu✏inks Assembly

s c r i p t : c u f f l i n k s m e i 2 . 5 h i ppo2 2 . sh

#!/ u s r / b i n / bash

#Tophat output d i r e c t o r i e s f o r samples w i th one f a s t q f i l e

topout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 1 /Tophat Out

,! /⇤ t h ou t /

# Tophat output d i r e c t o r y f o r samples w i th merged a c c e p t e d h i t s . bam

mergeout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Samtools Merge /stm⇤/

#Each sample w i l l have a c u f f l i n k s output d i r e c t o r y at t h i s path

c u f f o u t=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Cu f f l i n k Ou t �2/

#To i t e r a t e th rough each Tophat output f i l e and f i n d the a c c e p t e d h i t s . bam

,! f i l e f o r each sample

f o r f i n $topout

do

# Give the num of cha r o f topout

#echo ${#topout }

# Pu l l s the i d number from the f i l e name

idnum=${ f : 7 1 : 6 }

i f [ ”$idnum” == ”2199�6” ] | | [ ”$idnum” == ”2199�7” ]

then

continue

f i

#echo $ f ” a c c e p t e d h i t s . bam”

echo ” P r o c e s s i n g sample ”

echo $idnum

#l s $ f

c u f f l i n k s �p 8 �o $cu f fou t$ idnum ” c l o u t ” $ f ” a c c e p t e d h i t s . bam”

done
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echo ”Between the l o op s ”

f o r f i n $mergeout

do

idnum=${ f : 7 9 : 6 }

echo ” P r o c e s s i n g sample ”

echo $idnum

c u f f l i n k s �p 8 �o $cu f fou t$ idnum ” c l o u t ” $ f ” a c c e p t e d h i t s . bam”

done

echo ”Done”
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Di↵erential Expression Analysis

Cuffmerge , Par t 1 : Gather paths to ⇤ . g t f f i l e s

s c r i p t : a s s emb l i e s me i 2 . 5 h ippo2 �2. sh

#!/ u s r / b i n / bash

#C u f f l i n k s output f i l e s

c l o u t=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 / Cu f f l i n k Ou t

,! �2/⇤ c l o u t /

f o r f i n $ c l o u t

do

#For each sample , w r i t e s the path to the t r a n s c r i p t s . g t f f i l e i n t o

,! a s s emb l i e s . t x t

# Which i s a t e x t f i l e i n the e x e c u t i n g d i r e c t o r y

# This f i l e w i l l be used f o r Cuf fmerge

echo $ f ” t r a n s c r i p t s . g t f ” >> /home/when r i que s /mei2 . 5 h i p p o e x c d i r /

,! a s s emb l i e s h i p po2 �2. t x t

done

Cuffmerge , Par t 2 : Run Cuf fmerge

s c r i p t : cu f fme rge me i2 . 5 h ippo2 �2. sh

#!/ u s r / b i n / bash

#Run Cuf fmerge

# Note : t h i s may be combined wi th the a s s emb l i e s s c r i p t to s t r e am l i n e t h i s

,! p roce s s , I t h i n k

cu f fme rge �o /m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Cuffmerge�2 Out/ �g genes . g t f �s genome . f a �p 8 a s s emb l i e s h i p po2 �2. t x t
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Running C u f f d i f f

s c r i p t : c u f f d i f f m e i 2 . 5 h ippo2 �2. sh

#!/ u s r / b i n / bash

# This s c r i p t u s e s the merged r e ad s f o r samples 2199�6 and 2199�7

s i n g r e a d p r e=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 1 /

,! Tophat Out/

me rged r ead p r e=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /

,! Samtools Merge /

mergeout=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 /Cuffmerge

,! �2 Out/

o u t d i r=/m iddgenp i l o t /RNA Seq Data/Work i ng D i r e c t o r y /mei2 . 5 h i p po 2 / d i f f o u t 2 /

c u f f d i f f �o $ o u t d i r �b genome . f a �p 8 �L Mut ,WT �u $mergeout ”merged . g t f ”

,! $ s i n g r e a d p r e ”2197�1 thou t / a c c e p t e d h i t s . bam” , $ s i n g r e a d p r e ”2197�3

,! t h ou t / a c c e p t e d h i t s . bam” , $ s i n g r e a d p r e ”2197�4 thou t / a c c e p t e d h i t s . bam”

,! $ s i n g r e a d p r e ”2199�1 thou t / a c c e p t e d h i t s . bam” , $me rged r ead p r e ”

,! stm 2199�6/ a c c e p t e d h i t s . bam” , $me rged r ead p r e ” stm 2199�7/ a c c e p t e d h i t s .

,! bam”

echo ”Done”
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